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Abstract: The broad surveillance potential of automatic speech recognition has been recognized across a range of 

application domains. Although considerable research effort has been devoted to the research question of achieving robust 

large-vocabulary continuous-speech recognition, it is still a fragile technology. In this paper, we discuss a methodological 

desideratum in this field. The currently dominant approaches to speech recognition relate to  Bayesian statistical 

inference methods based on hidden Markov models and n-grams, or, ever-increasingly, neural networks. The common 

point of these approaches is that they are primarily corpus-driven and thus essentially agnostic of a broader interaction 

context, which represents a methodological limitation. Finally, this paper provides an overview of selected aspects of our 

recent research on natural language processing aimed at overcoming these methodological shortcomings. 
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1. INTRODUCTION  

The specification and design of automatic speech 

recognition systems involve different parameters of 

variation (including the vocabulary size, the speech 

fluency, the noise level, and the speaker-class 

characteristics), but the most important applications of this 

technology relate to large-vocabulary continuous-speech 

recognition. Such systems are intended to recognize 

spontaneous speech from previously unknown people, in 

realistic conditions [1]. However, although large research 

effort has already been invested in this field, the state-of-

the-art speech recognition systems are still too restrictive, 

showing considerable error rates when applied in adverse 

conditions [2].  Most errors occur at the signal level, when 

the user's utterance was not correctly recognized although 

it was within the domain, scope and grammar of the 

recognition system [3]. These recognition errors are 

usually attributed to inadequate acoustic or language 

modelling. Complementary to such views, we discuss that 

a serious methodological limitation of the currently 

dominant approaches to speech recognition lies at the 

methodological level, as they do not account for a broader 

interaction context.  

The paper is organized as follows. Section 2 provides a 

brief overview of the conceptualization of context in 

statistical pattern-matching approaches. Section 3 

discusses on why language corpora alone do not suffice to 

produce reliable speech recognition systems in a general 

case. An overview of selected aspects of our recent 

research on a hybrid approach to automatic speech 

recognition is provided in Section 4. The paper ends with 

Section 5. 

2. CONTEXT IN STATISTICAL PATTERN-

MATCHING PARADIGM  

The statistical approaches to speech recognition relate to 

Bayesian statistical inference methods based on hidden 

Markov models and n-grams. The recognition task is 

conceptualized as finding the most probable word 

sequence  𝑊̂ for an acoustic signal X, in a given search 

space L: 

𝑊̂ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑊∈𝐿𝑃(𝑋|𝑊)𝑃(𝑊). 

Probability 𝑃(𝑋|𝑊) is the observation likelihood derived 

from an underlying acoustic model. Words contained in a 

vocabulary are typically represented as hidden Markov 

models whose states express phone-like units.  A widely 

accepted approach to large-vocabulary speech recognition 

is to apply context-dependent phone models, e.g., triphone 

hidden Markov models that represent phones in a particular 

left and right contexts. 

Probability 𝑃(𝑊) is the prior probability derived from an 

underlying language model. It estimates the probability of 

a given word sequence 𝑊 = 𝑤1𝑤2…𝑤𝑛 by using n-gram 

models (most often bigrams and trigrams, due to practical 

reasons): 

𝑃(𝑤1𝑤2…𝑤𝑛) = ∏ 𝑃(𝑤𝑖|𝑤𝑖−1…𝑤𝑖−𝑁+1)
𝑛
𝑖=1 . 

Without going further into formal and practical details (for 

these, the reader may consult [1,4]), it is important to note 

that acoustic and language models include contextual 

information only at the phone and sentence levels, 



 

  

respectively. This very limited account of context is the 

reason why speech recognition systems based on this 

paradigm lack the robustness towards unexpected topic 

shifts, noisy conditions, etc. Therefore, the following 

questions may be raised here: Are these technical 

deficiencies due to inappropriate corpora used to train 

acoustic and language models, rather than to the 

methodological approach? Could a more comprehensive 

corpus provide enough data to address these technical 

deficiencies? The answer is negative, as discussed in the 

next section (cf. also [5]). 

3. WHY LANGUAGE CORPORA ALONE DO 

NOT SUFFICE?  

Language corpora have undoubtedly an important role in 

the design of speech recognition systems. However, their 

role tends to be overstated in research practices. Thus, 

Chomsky strongly criticizes the prevalent understanding 

“that the only real object is a corpus of data and that by 

automated analysis … one can derive everything that's 

relevant about the language” [6]. He describes it as “a 

novel concept of science that has emerged in the 

computational cognitive sciences and related areas of 

linguistics” [6]. With this concept, “an account of some 

phenomena is taken to be successful to the extent that it 

approximates unanalyzed data” [6]. Still, it has been widely 

adopted in recent language acquisition studies [7,8] and 

statistical approaches to machine learning. 

Leaving this intellectual divide aside, there is a consensus 

that a language corpus should be representative, balanced, 

appropriately sized, etc. Nevertheless, these criteria are too 

vague and observer-relative. Although it is clear what 

representativeness of a corpus should mean, questions like 

“how do we identify the instances of language that are 

influential as models for the population?” still do not have 

definite answers [9]. In fact, we have no means to ensure 

or even evaluate the representativeness of a corpus [10, p. 

57]. Similarly, a corpus is “pronounced balanced when the 

proportions of different kinds of text it contains should 

correspond with informed and intuitive judgments” [9] 

(emphasis added by author). A rigorous definition of these 

criteria is not to be expected soon. 

In addition, speech recognition corpora usually contain 

recordings of utterances isolated from an interaction 

context, or telephone conversations (e.g., collected from a 

call centre, etc.) whose structure is objective-driven and 

thus not representative. In general case, the dialogue 

structure is not given beforehand, but evolves as the 

conversation unfolds [11,12]. Therefore, it is not even 

possible to produce a language corpus that would contain 

all relevant dialogue phenomena [13].  

4. FROM RECOGNITION TO UNDER-

STANDING 

To overcoming the above methodological shortcomings, 

we apply a hybrid approach to speech recognition, 

incorporating both symbolic and statistical approaches. On 

the symbolic side, we refer to the focus tree model [14-18]. 

It is a symbolic and cognitively inspired model of 

attentional information in human-machine interaction that 

addresses the problem of robust recovery of semantic 

information from spontaneously uttered user’s commands 

without explicit syntactic expectations. This model 

integrates three lines of research: 

 the neurocognitive understanding of the focus of 

attention in working memory, 

 the notion of attention related to the theory of 

discourse structure in the field of computational 

linguistics,  

 the investigation of a corpus that comprises 

recordings of spontaneous speech-based human-

machine interaction.  

A corpus-based investigation of user commands resulted in 

the following findings: 

 Propositional content is expressed by frequent 

insertion of chunks that explicitly relate to entities 

from the currently salient focus space. We refer to 

these parts as to focus stimuli. 

 At the surface level, focus stimuli are non-

recursive phrases. However, at the level of 

dialogue structure, they carry information about 

the attentional state. 

 The order of focus stimuli within an utterance is 

flexible, while the word-order within them is rather 

fixed. 

 Interaction participants often share a non-linguistic 

context. Therefore, speakers sometimes 

intentionally omit to explicitly utter information 

related to the attentional state because they believe 

it is already known by the interlocutor. 

 In the strategy for recovering from non-

understanding, speakers try to help the interlocutor 

by explicitly referring – using a constituent 

negation – to entities from the current interaction 

domain that should not be in the focus of attention. 

In other words, attentional information is clearly signalled 

in the spontaneously produced user commands, and that it 

may be used to robustly recover semantic information 

without introducing explicit syntactic expectations [14,15]. 

In addition, the focus tree model includes cognitively-

inspired and context-dependent evaluation of the retrieval 

cost and the integration difficulty of user’s dialogue acts 

[18]. 

For the purpose of improving speech recognition 

performances, the focus tree model is used for post-

processing of recognition hypotheses. The main idea of the 

proposed hybrid approach is that speech recognition 

hypotheses obtained by a standard statistically-based 

speech recognizer are further evaluated with respect to 

their retrieval cost, integration difficulty, and lexical 

matching. The system reduces the set of recognition 

hypotheses in an iterative manner, according to the 

following criteria [4]: 

 The system first selects the recognition hypotheses 

with the minimum semantic integration difficulty 

in the given context. It there are more than one such 

a hypothesis, the second criterion is applied. 

 From the recognition hypotheses selected in the 

previous step, the system selects hypotheses that 



 

  

are most informative in the given context, i.e., 

provide the maximum retrieval cost. If there are 

again more than one such a hypothesis, the third 

criterion is applied. 

 From the recognition hypotheses selected in the 

second step, the system selects hypotheses with the 

maximum lexical matching with respects to the 

system’s vocabulary. If there more than one such a 

hypothesis, the last criterion is applied. 

 From the recognition hypotheses selected in the 

third step, the system selects the recognition 

hypothesis that is assigned the highest probability 

by the standard, statistically-based speech 

recognition system. 

For a detailed algorithm and a discussion on a prototype 

system, the reader may consult [4]. For the purpose of 

illustration, Table 1 summarizes the evaluation results, 

showing that the hybrid speech recognizer integrating both 

statistical and symbolic approaches outperforms the 

statistically-based recognizer. 

Table 1: Evaluation results [4].   

Parameter Statistical 

approach 

Hybrid 

approach 

Number of sentences 980 980 

Word error rate (%) 7.4 1.2 

Sentence error rate (%) 38.6 3.5 

5. CONCLUSION 

Although considerable research effort has been devoted to 

the research question of achieving robust large-vocabulary 

continuous-speech recognition, it is still a fragile 

technology. This paper briefly discussed a methodological 

desideratum in this field. The common point of currently 

dominant approaches to automatic speech recognition is 

that they are primarily corpus-driven and thus essentially 

agnostic of a broader interaction context, which represents 

a methodological limitation. This paper provided an 

overview of selected aspects of our recent research on 

natural language processing aimed at overcoming the 

methodological shortcomings.  
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